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ABSTRACT

Knowledge of the long-term evolution of the microstructure after introduction of primary damage is an
essential ingredient in understanding mechanical property changes that occur during irradiation. Within
the European integrated project “PERFECT,” different techniques have been developed or improved to
model microstructure evolution of Fe alloys under irradiation. This review paper aims to present the cur-
rent state of the art of these techniques, as developed in the project, as well as the main results obtained.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

One of the objectives of the European 6th Framework Pro-
gramme Integrated Project PERFECT (henceforth, the Project) was
the development of models describing the long-term evolution in-
duced by primary radiation damage in Fe alloys. Models based on
the chemical reaction rate theory (alternatively transition state
theory) are commonly applied for this purpose. These models typ-
ically employ either the kinetic Monte-Carlo (KMC) or the mean
field (effective medium) method. The mean field models have been
used so widely for so long that the use of the name “rate theory” is
commonly thought to imply a mean field model. To be clear, the
term mean field rate theory (MFRT) is used here. Both KMC and
MFRT can be globally defined as coarse-grained models because
atoms are not explicitly treated in either. Note however, that this
does not hold true in the case of lattice (or atomistic) KMC, which
is described in more details in [1]. The species under consideration
are defects whose atomic-level features are disregarded, except
insofar as they influence the mechanisms whereby the defects mi-
grate or react between themselves and with sinks. It is important
to stress out that KMC and MFRT methods are methods intended
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to simulate the time evolution of some processes occurring in nat-
ure. Typically these are processes that occur with a given known
rate, which are inputs to the algorithms. These methods do not
have the capability to predict structures or events that are not
explicitly included in the model (unlike ab initio or MD simula-
tions). Although the two methods, KMC and MFRT, require the
same physical and material input parameters, and provide the
same type of output, their implementations of the rate theory dif-
fer in many aspects. A primary difference between the two meth-
ods is that spatial information about individual objects is
maintained in KMC, while only spatially averaged information is
used in the MFRT. Furthermore, KMC (in both versions discussed
here, namely Object and Event KMC, see below) deal with the ex-
plicit spatial dependence of the evolving defect distribution. In
contrast, MFRT models do not deal with the explicit position of de-
fects but deal with the averaged concentration of defects in a small
volume at a given position in the material. However, it must be
emphasized that MFRT models do take into account the presence
of gradients of concentration and hence, in some sense, deal with
the spatial dependence of the evolving defect distribution.

The present paper reviews the work performed within the pro-
ject on these type of models, with an emphasis on the KMC method
and a comparison between KMC and MFRT. The work on atomistic
KMC (AKMC) models is reviewed in [1], while a discussion of the
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main differences between KMC and MFRT, including their advanta-
ges and drawbacks, is provided in [2-4].

In general terms, the KMC method provides a solution to the
Master Equation which describes a physical system whose evolu-
tion is governed by a known set of transition rates between possi-
ble states. The solution proceeds by choosing randomly among the
various possible transitions and accepting them on the basis of
probabilities that depend directly on the corresponding transition
rates [5]. When applied to study the evolution of systems of mobile
species, such as atoms [6-8] or defects formed under irradiation
[9-11] it has the advantage of going beyond the mean-field
approximation [12], by explicitly accounting for spatial correla-
tions between the elements of the physical system and the overall
geometry of the system.

A variety of coarse-grained KMC models have been formulated
to describe the long-term evolution of the primary damage pro-
duced by irradiation. In some models, defect migration jumps are
explicitly treated and reactions occur when two defects (mobile
objects) meet each other, or meet traps and/or sinks. Other models
do not treat individual migration jumps explicitly and only reac-
tions (events) between objects drive the evolution of the system.
The former type of model is denoted here as Object KMC (OKMC),
the latter as Event KMC (EKMC). Both approaches have been pur-
sued within the project and, whenever possible, comparison exer-
cises have been performed.

2. General features of the KMC methods and codes

Different methods and codes have been used in the framework
of the Project, two implementing an OKMC approach (LAKIMOCA,
BIGMAC) and one implementing an EKMC approach (JERK). Even
when the approach is the same, some differences in the implemen-
tation exist. In the following section, the general OKMC algorithm
is summarized. The specifics of each OKMC code are then sepa-
rately addressed. Finally, the EKMC algorithm and its implementa-
tion in JERK are described.

2.1. The OKMC algorithm

The OKMC method is based on the residence time algorithm
(RTA), also known as the BKL method (for Bortz, Kalos and Lebo-
witz) [13]. This algorithm is used to evolve a set of objects that
can undergo different events. Given a set of possible events involv-
ing these objects, {e;; i=1,...,N,}, each with a known rate of
occurrence, I';, a total rate, R, is computed as the sum over all N,
events of the product I'jn;, where n; is the number of events of
the same type with the same rate:

Ne
R=> "ml; 1)
i=1
A Monte-Carlo step is initiated by selecting an event from all N,
based on a random number between 0 and R. The value of this
number determines which event is selected since the increment
due to each event in the interval [0:R] in Eq. (1) is known. If more
than one object can undergo the selected event, one is chosen at
random. Once the event and the corresponding object are selected,
the appropriate actions are performed to make that event occur
and the time is updated, by adding a time increment proportional
to the inverse of R:

—log¢
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where ¢ is a random number in the interval [0, 1], which is included
to ensure a Poisson distribution of the time increments. In the limit
of long times, it is easy to demonstrate that the average, 6t — 1/R,

0T =

which is the average time increment. Thus, this average value can
also be used in the KMC algorithm as initially proposed by [14].

This general algorithm can be applied to study a wide variety of
processes. In the case of the long-term evolution of radiation dam-
age the objects are the intrinsic defects (vacancies and self-intersti-
tials) or impurities, and their clusters which are located at known
(and traced) positions in a simulation volume. The events are all
the possible actions that these objects can perform and the reac-
tions that they may undergo, such as: (a) migration, (b) dissocia-
tion (emission of a smaller defect from a bigger one), (c)
aggregation of like defects or of defects and impurities, and (d)
annihilation between opposite defects (self-interstitials and vacan-
cies). A pictorial representation of these events in given in Fig. 1.

The probability for a migration event is given by the corre-
sponding jump frequency, expressed as a thermally activated pro-
cess, following the Arrhenius dependence:

—E
Iy = Toexp (ﬁ) (3)

where I'y is the attempt frequency, which can be taken as a con-
stant prefactor, on the order of the Debye frequency; E,, is the
migration energy of that particular object; T is the temperature;
and kg the Boltzmann constant.

For the dissociation events, the probability is given in terms of a
jump frequency, with an activation energy equal to the sum of the
migration energy plus the binding energy between the emitted de-
fect and a cluster of the size that remains after emission, Ep:

Em + Eb
kBT

Fd = FoeXp (— (4)
E, will in general depend on the type of emitted and emitting ob-
ject, as well as on the emitting object’s size.

For the case of events of type (c) and (d), which are reactions be-
tween defects, it is generally assumed that they are diffusion-lim-
ited. That is, the reaction occurs as soon as the two objects are
within a pre-defined capture radius, but no energy barrier is asso-
ciated with the reaction. These events occur therefore only on the
basis of geometrical considerations (overlap of reaction volumes)
and do not participate in defining the progressing of time. Events
of this type also include the absorption of objects by sinks (disloca-
tions, grain boundaries, ...).

However, other events due to external processes which involve
objects that are not contained in the simulation volume need to be
included in radiation damage simulation and these do influence
the rate at which time progresses. These are events producing
damage, such as the appearance of isolated Frenkel pairs (FP), as
in electron irradiation, or of the debris of a displacement cascade,
as in ion or neutron irradiation. Since each of these N possible
external events occurs at a known rate, P;, these rates must be in-
cluded in the computation of the total rate, R, and the correspond-
ing generalization of Eq. (2), in the limit of long times (i.e. without
the logarithm of the random number), becomes

ext
Ne
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Difficulties in applying the OKMC algorithm are not due to the
method itself, which is fairly straightforward. These stem, instead,
from the fact that all the possible events that each object can un-
dergo according to a specific physical mechanism, their appropri-
ate probability, and their defining properties must be pre-
defined. These will change from object to object. For example, let
us take a single vacancy, V, a di-vacancy, V,, and a single self-inter-
stitial I. The forward reactions that these objects can undergo (e.g.
the annihilation of the vacancy with the self-interstitial: V+1 — 0;
or formation of a tri-vacancy: V + V, — V3) will occur depending on
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Fig. 1. Summary of the different possible events taking place in an object KMC simulation (LAKIMOCA).

the respective capture radii. The capture radius will be different
depending on the defect size (it will grow going from V to V3).
The backward reactions (e.g. the dissociation of a vacancy from a
di-vacancy: Vo, —» V+V; or from a tri-vacancy: V3 — V, + V) will de-
pend on the migration energy of the single vacancy and the binding
energy of the latter to the di- (or tri-) vacancy. The binding energy
will be different depending on the emitting defect (V; or V3). Final-
ly, the probability of migration of each object will depend on its
migration energy and, again, V and V>, must be considered a priori
as different objects for migration purposes. In addition, the migra-
tion mechanism can vary; for example, clusters of self-interstitials
may migrate in one-dimension only. Therefore vacancy and
self-interstitial cluster properties must be pre-defined up to a size
that is considered large enough for the specifically studied
problem. The problem of pre-defining possible actions, reactions,
mechanisms and parameters for all possible objects is here de-
noted as the “code parameterisation” problem, and is addressed
in Section 3.

2.1.1. The OKMC code LAKIMOCA

The LAKIMOCA code has been developed at EDF, and has been
extensively described in a previous publication [11]. The code al-
lows easy introduction of different classes of immobile traps and
sinks, characterized by specific geometrical shapes (spheres, infi-
nite cylinders, surfaces, etc.) and suitable for mimicking voids or
other trapping nano-features, as well as dislocations and grain
boundaries [15]. The code is therefore equipped to mimic fairly
realistic microstructures and irradiation conditions.

The objects (or more precisely their center of mass) are located
on a lattice, which is simply the atomic lattice and changes
depending on the materials modeled. The jump of a mobile object
is from one lattice site to a first neighbor lattice site; the coordi-
nates of the objects are thus integer (i, j, k) coordinates and the
dimensionality of the motion according to specific crystallographic
directions is easily controlled. New radiation-induced defects can
be either randomly introduced as FP in the simulation box or read
from a file (e.g. the cascade debris obtained by molecular dynam-
ics, MD). The vacancy and the interstitial from a FP can be spatially
correlated using a separation criterion. To model ion implantation,
the individual defects or cascades can be introduced using a spe-
cific distribution profile along a direction. Dislocation loops can
be modeled as having either a spherical or disk-like shape.

The defect properties (where by defects we mean vacancies and
self-interstitials, but also foreign atoms, e.g. copper or helium
atoms) are defined in specific files containing the mobility of the
defects (i.e. the prefactor and the migration energy), their binding
energies for emission, and their reaction radii. The diffusion of the
defects is 3D by default, but a 1D diffusion with thermally acti-
vated direction changes is also implemented. Traps and sinks are
characterized by their recombination radii and binding energies.
In principle, in an OKMC model it is possible to take into account
long range interactions, due to misfit strain, by having the binding
and migration energies depend on each other’s strain field, via
elastic interaction rules. This feature, however, is currently not
implemented in the LAKIMOCA code.

2.1.2. The OKMC code BIGMAC

The kinetic Monte-Carlo code BIGMAC was developed at
Lawrence Livermore National Laboratory by M. Johnson in collabo-
ration with M.J. Caturla and T. Diaz de la Rubia [16]. This code has
been used by different research groups to study many different sys-
tems, including Si[17], Cu [9], Pb[18], Fe [10,19],V [20] and Zr [21].

In the most general form of the code there is not an underlying
lattice, therefore defects are located at random positions. However,
it is possible to modify the code to include a lattice if necessary
[22]. The position of the defects are defined by their (x, y, z) coordi-
nates. The initial defect distribution can be defined by two differ-
ent methods. A concentration profile can be given as a function
of depth such that defects are created randomly in the simulation
box to provide the right profile. Alternatively, the (x,y, z) coordi-
nates of each defect can be read from a file, as could be in the case
of defect positions calculated from other simulation tools such as
MD or binary collision approximation (BCA) methods [23].

One of the particular features of BIGMAC is its versatility for
creating new objects and new events. The user defines each of
the objects that he wants to include in the simulation and all of
the possible events that object can perform, with their appropriate
probabilities and capture radii, in a set of input files. For instance,
there is an input file that defines the interaction of each object with
each one of the surfaces of the simulation box. A value between 0
and 1 can be given to each object where 0 means a total reflecting
surface and 1 is a total absorbing surface. The fact that there are no
hardwired reactions in the code allows the user to define any type
of system that he/she is interested in studying, having to define
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each object and each reaction. This versatility allowed the study of
complex systems such as Fe-He-C, including intrinsic defects
(vacancies and self-interstitials), He-vacancy complexes, C-va-
cancy complexes, as well as He-C-vacancy complexes. The disad-
vantage of this approach appears for very high doses, where
large defect clusters are formed, since it requires large memory
to store the matrices for all defect reactions. A preliminary version
of the code, not yet released, allows for the growth and dissociation
of clusters internally in the code, therefore only the species are de-
fined (vacancies, self-interstitials, He-V, etc.) without having to de-
fine each size independently.

As mentioned earlier, the general version of the code does not
have an underlying lattice. Therefore, when an object is selected
to migrate it is displaced a fixed distance, the jump distance, A, nor-
mally taken as the nearest neighbor distance for the system of
interest. The objects can be defined to migrate in three dimensions
or in one-dimension. If the migration is three-dimensional, the
new position of the particle will be selected randomly at the edge
of a sphere of radius the jump distance /. For one dimensional
migration, the object will be displaced the jump distance in the
direction of interest. It is important to point out that the code is
flexible enough to allow for the reaction of two objects to form
as many resulting objects as selected by the user, and a single ob-
ject can perform as many backward reactions (dissociation reac-
tions) as defined by the user. This is important when complex
clusters are included as can be the case of He-C-V where any of
the three components could be the dissociating object.

2.2. The EKMC algorithm and the code JERK

The general features of the JERK code were originally given in
[24] and have been recalled in more detail in [25]. The crystal lat-
tice is ignored and objects’ coordinates can change continuously.
The only events considered are those which lead to a change in
the defect population, namely: clustering of objects, emission of
mobile species, elimination of objects on fixed sinks (surface, dislo-
cation), or the annihilation of objects on their anti-defect. The
migration of an object in its own right is considered an event only
if it ends up with a reaction which changes the defect population.
In this case the migration step and the reaction are processed as a
single event; otherwise, the migration is performed only once at
the end of the EKMC time interval At. The role and the choice of At
are discussed below.

In contrast to the residence time algorithm, where all rates are
lumped into one total rate to obtain the time increment (Egs. (2)
and (5)), in an EKMC scheme the time delays of all possible events
are calculated separately and sorted by increasing order in a list.
The event corresponding to the shortest delay, 7, is processed first,
and the remaining list of delay times for other events is modified
accordingly by eliminating the delay time associated with the par-
ticle that just disappeared, adding delay times for a new mobile ob-
ject, etc. The actual time is increased by 75 and the next event on
the list is processed until all possible events that can happen before
time At have occurred. The delay times that include a migration
step are calculated according to continuous laws of diffusion, after
converting jump frequencies I'; into diffusion coefficients D;. For a
walker starting at a distance d from a partner of radius r, the prob-
ability that they will meet is given by:

P(d,t) = gerfc{;—\/_ﬁrt} (6)

which is easily inverted to yield the time delay under the form:

1 (d—r)?
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where erfc! is the inverse of the complementary error function and
¢ is arandom number uniformly distributed over [0, 1]. This delay is
calculated in the framework of a binary collision approximation, i.e.
as if the two partners were alone in an infinite volume. This
assumption is not exact, but it was extensively checked using JERK
that this approximation remains quantitatively correct as long as
the time interval At is not too large. Otherwise, the probability of
encounter with a third partner would be no longer negligible.

The choice of At is a matter of compromise: too small a value
would approach the limits of atomic Monte-Carlo or OKMC and
too large a value would probe the delay probability law given
above in a time window where it is less and less correct. In addi-
tion the number of events to be processed would grow too large.
The actual values used for the simulations mentioned here are in
the range 10“-102s. An important difference between OKMC
and EKMC is that the latter does not easily treat 1D motion,
although in principle the corresponding probabilities can be calcu-
lated and introduced in parallel with the 3D ones.

The above procedure includes delay times of different types.
Some delay times are associated with events defined by a fre-
quency of occurrence consistent with a Poisson distribution (for
example, the jump monitoring the emission of a monomer from
a cluster), whereas the others account for encounters between
objects which are the result of diffusion and not a Poisson pro-
cess. It has been shown in the past that for problems where Pois-
son processes act in parallel, the RTA is equivalent to the brute
force Metropolis scheme [26]. No formal proof has been estab-
lished up to now for the case of event based Monte-Carlo. How-
ever, a recent reformulation of Jerk called First Passage Kinetic
Monte-Carlo (FPKMC) has been numerically checked extensively
against the RTA treatment of the same diffusion problem and
no detectable difference could be found between the two ap-
proaches [27].

3. The code parameterization problem

The problem of determining an initial parameter set is common
to any model used to simulate microstructure evolution. By param-
eter set we mean the whole set of physical mechanisms included in
the model, along with the physical or materials parameters that
quantitatively define them, such as characteristic energies, attempt
frequencies and capture radii. Clearly, the appropriateness of a
parameter set should be decided on the basis of its ability to repro-
duce available experimental results in a large enough range of con-
ditions. However, as we shall discuss in this and the following
sections, the work of identifying a suitable parameter set and of
its corresponding validation is far from straightforward.

Several methods have been employed to simulate radiation
damage by OKMC in pure Fe [28,29,9,30,10]. Experimentally, self-
interstitial atom (SIA) loops have been long observed by transmis-
sion electron microscopy (TEM) to form under electron, neutron
and ion irradiation in this material [31-34]. Precise experiments
of in situ electron and ion irradiation of pure Fe thin foils at differ-
ent temperatures (175-350 °C for electron irradiation and 200-
400 °C for ion irradiation) have also been performed [35,36] and
important information on the kinetics of SIA dislocation loop
growth in this material as a function of temperature is available.
Less quantitative information is available concerning vacancy clus-
ters. Vacancy loops have been seen to form in Fe under heavy ion
irradiation conditions at room temperature [37], but have not been
observed under neutron irradiation [38], particularly in conditions
relevant to reactor pressure vessel (RPV) steels in operation. Voids
become clearly visible by TEM only at high doses, which are not at-
tained in pressure vessel steels [39], although their presence in
model alloys irradiated up to typical RPV steel doses, below
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electron microscope resolution, is apparent in Positron Annihila-
tion Spectroscopy (PAS) studies [40-43].

The experiment providing the most precise quantitative infor-
mation from PAS on the vacancy cluster size distribution is one
on pure Fe neutron-irradiated in the High Flux Irradiation Reactor
(HFIR) in Oak Ridge National Laboratory, at relatively low temper-
ature (<100 °C) [42,43]. It should be noted, however, that while this
technique is valuable for observing very small vacancy clusters, it
is unable to give a cluster size distribution above about ten vacan-
cies, as the positron life-time changes are very small. We are in no-
man’s-land for sizes between those detectable by PAS and those
detectable by TEM or Small Angle Neutron Spectroscopy (SANS).
These latter methods can not identify vacancy cluster containing
less than about 50 vacancies. Finally, a number of precise resistiv-
ity recovery studies have been performed in the past [44,45],
which cast some light on the basic properties of single point-de-
fects and which provide a relatively simple benchmark for micro-
structure evolution models. Thus, data on pure Fe for model
validation are available. As discussed below, it is possible to obtain
good agreement with the results of specific experiments, in terms
of SIA loop or vacancy cluster density and size distribution, using
sensible and physically-grounded parameter choices. However,
the determination of a unique parameter set which is valid for
any irradiation condition has so far proven elusive.

The problem becomes all the more difficult in the case of Fe
alloys. The defects produced by irradiation in ferritic alloys,
particularly steels, are difficult to characterize experimentally,
even using the most advanced techniques currently available.
They remain relatively small throughout the course of the irradi-
ation, especially in the case of main interest here, i.e. that of
neutron irradiation up to the doses of relevance for RPV steels
(0.1-0.2 dpa). A complete characterization of radiation defects in
Fe alloys as a function of dose requires the combined use of a
large number of experimental techniques, since each technique
is sensitive only to a certain class of defects, in a certain range
of size. A key contribution of the Project was to provide the most
complete collection of microstructural data on Fe-based alloys
ever assembled. It includes a range of different techniques
(TEM, PAS, tomographic atom probe, SANS, etc.), on alloys of
increasing complexity (from pure Fe to steels), all neutron-irradi-
ated at the same conditions, to a range of doses. The primary
limitation is a single irradiation temperature (~300 °C) [46]. Un-
der irradiation conditions typical of pressure vessels (though at
a damage rate approximately two orders of magnitude higher),
SIA loops are not observed in steels when they are observed in
pure iron. Furthermore, it is well known and has been observed
in many materials, particularly face-centered cubic materials, that
the average size of visible SIA loops is reduced with increasing
levels of impurities or alloying elements [47]. In addition, the Pro-
ject’'s experimental program has provided detailed data on the
mean size and number density of vacancy clusters including
information about the associated solute atoms. The results sug-
gest that a correct description of the association of solute atoms
with point-defect clusters is of paramount importance to under-
stand and explain the observed microstructure evolution in RPV
steels [48]. This solute-atom/point-defect-cluster association,
however, makes the parameterization of coarse-grained micro-
structure evolution models for irradiated materials even more
delicate. Much data of fundamental importance to the simula-
tions, such as the interaction strength of point-defects and
point-defect clusters with solute atoms, cannot be obtained
experimentally in a straightforward manner and their calculation
requires a large number of possible cases to be considered. This is
the case even for relatively simple alloys, such as Fe-Cu alloys, in
spite of the growing number of experimental studies under irra-
diation in different conditions [41,49-53].

A complete account of the microstructural data available on
irradiated Fe alloys for use in model validation and the correspond-
ing attempts to model them is beyond the scope of this review. The
main message we wish to convey is that despite the substantial
collection of data available, the data are never sufficiently com-
plete in terms of analyzed defects, dose and temperature ranges,
and level of uncertainty associated with the measured values to
fully evaluate the acceptability of the model predictions. In addi-
tion, many quantities, especially characteristic energies, cannot
be measured experimentally and in many cases the actual mecha-
nism responsible for a certain microstructure is uncertain. At the
same time, blind fitting to experimental data cannot work with
models of relatively high complexity, such as KMC models, where
a large number of parameters are involved and the a priori selec-
tion of the physical mechanisms plays the most important role.
Therefore, the only acceptable strategy is to introduce as much
physical knowledge as possible from more fundamental studies
into the models. This must be complemented by educated assump-
tions whenever the available data are insufficient to provide en-
ough detail concerning characteristic energies and other material
parameters. This approach leads to a kind of trial-and-error proce-
dure, where it is not always possible to clearly identify the reason
for either the success or the failure of the model. This inevitably in-
volves other iterations of more fundamental studies in order to im-
prove the physical understanding and the quantification of the
physical mechanisms that correspond to the apparent weakness
of the model. The need to perform this trial-and-error procedure
is particularly stringent in the case of the effect of temperature,
since many mechanisms involve Arrhenius-type exponential
expressions and are thus very sensitive to this variable. This ap-
proach also exposes limitations inherent to the models, which
may have remained hidden until a problem is encountered. For this
purpose, inter-model comparisons prove extremely useful. Finally,
with all the limitations that KMC models may have, they can in
any case be valuable for parametric studies, particularly when
geometrical correlations are expected to be of importance and
therefore mean-field approximation models cannot provide an
adequate answer. In the following sections, the difficulties in
applying these models and the advances made in order to remove
them within the Project are summarized. These include not only
examples of comparisons between models and experimental data,
but also an overview of the extensive work done to compare
among models and to perform parametric studies. Before doing
so, the different parameter sets adopted in the studies performed
with the different codes are presented and briefly commented
on. As a complete description of all the parameters for all the codes
is beyond the scope of this article, we present only the most crucial
parameters.

3.1. Parameter sets mainly adopted in LAKIMOCA

One of the main, and largely still enduring, question marks in
the case of Fe alloys concerns the properties of SIA clusters, partic-
ularly their mobility. Different pictures existed for their behavior at
the beginning of the project, largely based on MD studies with
interatomic potentials and on the emerging evidence from ab initio
calculations. In the case of LAKIMOCA, three first-attempt parame-
ter sets were accordingly defined [11]. These tried to encompass
the most common choices from OKMC and also MFRT models then
available from the literature [28,29,9,35], as well as introducing
first-approximation corrections taking into account ab initio evi-
dence. In set I, following the results of Osetsky et al. [54], all SIA
clusters (size n > 2) migrate in 1D, with a migration energy
E,,=0.04eV and a prefactor decreasing with size according to
the law: v-n~ (vo=6 x 10'2s7!, s=0.51). Thus, set 1 embodies
the picture of SIA cluster migration that was until recently widely
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accepted based on MD results. In set II, small clusters (n<5)
migrate in 3D with E, =0.4 eV, as suggested by recent ab initio
calculations [55], while larger clusters maintain 1D motion with
En=0.04eV. For large clusters the prefactor decreases with
s=0.51 and for small ones (<5) it decreases with s=10. Finally,
set III treats small clusters (n < 5) in the same way as set II, but
assumes larger clusters to be completely immobile (see Table 1).
For vacancy clusters, the same mobility has been used for all three
sets: a migration energy of 0.65 eV and a prefactor decreasing with
size according to the law vop~*-2 for n > 2, with p =100 and v =
x 10'? s, The parameter values are summarized in Table 1. The
various parameter choices can also be understood as accounting
for materials containing different levels of impurities. Sets I and
II correspond to extremely (and unrealistically) pure Fe, although
the description of small clusters in set I is certainly incorrect for
pure Fe, according to the latest ab initio data [56]. Set III corre-
sponds to a level of impurities so high that loop mobility is effec-
tively suppressed, which may be reasonable at low temperature,
if their migration energy really is of the order of 1.3 eV, as sug-
gested by recent experiments [57].

These three sets, with all their limitations, have been used for a
large number of studies, providing sometimes reasonable agree-
ment with experiments or allowing the effects of certain variables
on long-term damage evolution to be identified. As will be seen,
the choice of the set affects dramatically the results. The highlights
of the work applying these parameter sets in LAKIMOCA for com-
parison with experiments or for the identification of the effect of
certain variables are reviewed in Sections 4.1 and 6.1. The model
inter-comparison work involving LAKIMOCA with mean field rate
theory is reviewed in Sections 5.2.1 and 5.2.3.

3.2. Parameter sets mainly adopted in BIGMAC

The parameter set used in BIGMAC for radiation effects in o-Fe
has been changing, as more information both from experiments
and from simulations emerged. In the first calculations of o-Fe per-
formed with this code [9], values for migration energies of both
vacancies and self-interstitials were those obtained from MD with
the available interatomic potentials [28]. Therefore, the migration
of small self-interstitial clusters was mostly athermal. Although
self-interstitial clusters of all sizes were considered mobile, it
was assumed that when two of these clusters interact they form
a junction and become immobile. This parameterization allowed
for a comparison between the damage produced in Cu and in Fe
under the same irradiation conditions. As observed experimentally
the defect density in Fe was much lower than in Cu. The reason be-
hind this good agreement is that the determining parameter in this
case was the distribution of the damage after the collision cascade
in these two materials. Cu forms vacancy clusters already visible
under TEM from a single cascade, while in Fe both vacancy and
self-interstitial clusters produced directly in-cascades are below
the TEM resolution limit.

In the latest simulations, parameters obtained by ab initio calcu-
lations [58] have been included in the parameterization. Table 2
shows the values for the mobile vacancies and small self-intersti-
tial clusters. Since the issue of the mobility of large self-interstitial
clusters is still under debate, similarly to what was done with

Table 1
Summary of parameter sets for the description of SIA clusters.

Table 2
Values of the migration energies used in the latest OKMC simulations with BIGMAC.
Data from ab initio calculations [63].

SIA cluster size En (eV) D Vacancy cluster size En (eV) D
1 0.34 3D 1 0.67 3D
2 0.42 3D 2 0.62 3D
3 0.43 3D 3 035 3D
4 0.48 3D

LAKIMOCA different parameterizations have been used for these
clusters in order to study their effect. In particular, the amount of
He desorbed from He-implanted Fe was studied based on different
assumptions for SIA-cluster mobility [59]. Three different assump-
tions were used: (a) all SIA clusters were immobile (b) SIA clusters
with more than three atoms were immobile, and (c) all SIA clusters
were mobile, with values for sizes larger than 3 taken from MD cal-
culations [60]. In all cases SIA clusters smaller than 3 move in 3D
while larger ones move in 1D. These calculations showed that
assumptions about SIA mobility dramatically affects the results,
not only of the SIA component of the damage, but indirectly of
other defects or impurities, in this case He. The parameterization
presented in Table 2 was used to study ion implantation in o-Fe
and to compare with experimental data [61]. In this case the mech-
anism of formation of (100) loops from the reaction between (111)
loops proposed by Marian et al. based on MD simulations [62] was
included in the model. The general conclusion of these studies, as
reached in previous OKMC studies, including those performed with
LAKIMOCA [11,60], is that it is only possible to reproduce the ob-
served experimental data when some mechanism for immobiliza-
tion or slowing down of large self-interstitial clusters is included in
the model. Note that the size of those self-interstitial clusters con-
sidered immobile or with lower mobility differs for different
authors.

The binding energies are also important parameters for the
OKMC simulations. Binding energies for small clusters can be ob-
tained by ab initio techniques [64,65,55,58]. For larger clusters,
the data can be obtained from empirical interatomic potentials
and then extrapolated [28,11]. However although different ab initio
codes appear to give similar results, the difference in values ob-
tained from empirical interatomic potentials can be more signifi-
cant from one potential to another [66]. Examples of binding
energies used during the Project are presented in Tables 4 and 5.

3.3. Parameter sets adopted in JERK

The choice of the parameters in JERK was made by trying to
introduce sensible simplifications, in order to let them depend on

Table 3
Migration energies for defects in Fe and carbon-doped Fe (eV).
En (1) n=1 n=2 n=3 n=4 n>4
I 0.34 0.42 0.43 Immobile Immobile
Vv 0.67 0.63 0.35 0.48 Immobile
C 0.87 Immobile Immobile Immobile Immobile
Table 4

Binding energies (eV) of defect clusters (‘capil. approx.’ stands for capillary approx-
imation). The last column gives the formation energy for the defect and the

SIA cluster size  Set I Set II Set Il dissolution energy for the carbon.

(E;, in eV) s o D s B D s En D n=2 n=3 n=4 n=>5 Ef
n=1 - 0.3 3D - 0.3 3D - 03 3D Ep (In) 0.8 Capil. approx.  Capil. approx.  Capil. approx. ~ 3.77
2<n<5 0.51 004 1D 10 0.4 3D 10 04 3D Ep (Vy) 0.3 0.67 1.29 2.02 2.07
n>5 051 0.04 1D 051 004 1D Immobile Ey (C,)  0.09 Capil. approx.  Capil. approx.  Capil. approx.  0.41
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Table 5
Increase of binding energies for defect-carbon clusters (eV).
I1+C L+C I3+C I4+C
Ep (n)
0.20 0.33 Capil. approx Capil. approx.
V+C VC+C vVCc+Vv VG +V
Ep (n)
0.41 0.77 0.52 0.43

a minimum number of numerical values which can be calculated
through ab initio approaches [63,67]. The binding and migration
energies of small defect clusters are listed in Tables 3-5 for the
case of Fe and carbon-doped Fe. A positive binding energy implies
an attractive interaction. The capillary approximation® was used for
larger clusters V, and I, whenever possible, but all the simulations
did show that their role is apparently unimportant, at least under
the conditions explored with JERK. As stated above, only 3D migra-
tion of the mobile objects was taken into account.

4. Application for the simulation of “model” experiments

4.1. Positron annihilation study of neutron-irradiated high-purity Fe
specimens

As mentioned in Section 3, one particularly clean and complete
experiment, very suitable for modeling, is the positron annihilation
study performed by Eldrup and coworkers [42,43] on high-purity
Fe specimens, neutron-irradiated in the range of about 0.0001-
0.8 dpa in the HFIR at Oak Ridge National Laboratory. This work
provides a precise and detailed experimental assessment of the
density and size distribution of vacancy clusters (nanovoids) ver-
sus dose in Fe, which is extremely valuable for the validation of
microstructure evolution models. For similarly irradiated pure Fe,
the total density of visible clusters (mostly self-interstitial clusters)
versus dose is also available [39].

A dose-rate corresponding to HFIR (~107® dpa/s) was used for
OKMC simulations with LAKIMOCA, where 0.23 dpa were accumu-
lated at 70°C in a ~1.22 x 1022 m? pure Fe box, with periodic
boundary conditions. This equals the maximum dose for which
results of void size distribution are provided in [42]. The HFIR
spectrum was decomposed into 3 x 10" FPcm 35!, 4 x 10'*
10 keV cascade-debris cm™ s and 2 x 10' 20 keV cascade-deb-
riscm> s, in accordance with INCAS package results [68]. The
simulation was first performed using sets I, Il and III as described
in Section 3.1. For set I and II, when no traps are introduced, no
damage accumulation takes place. Even when including traps in
set I and in set III, the saturation density versus dose is not repro-
duced. Only for set II, if traps for SIA and their clusters are intro-
duced (in a concentration of 100 ppm and with a binding energy
between trap and object of 0.9 eV, and a capture radius for traps
of 5 A), is a good agreement obtained with the experimental data,
i.e. the saturation of the damage versus dose. This is shown in Fig. 2
for a number of slightly different choices of parameters that hardly
affect the overall result.

The main outcome of these simulations is that it is necessary to
allow for SIA cluster 1D (fast) migration, while introducing traps for

! The capillary law is an empirical model assuming that the defect cluster
containing n atoms is a spherical object, whose formation energy is proportional to
the surface of the cluster. With this approximation, the binding energy E(n)
corresponding to adding an atom to a cluster of size n — 1 is given by
Ey(n — (n—=1)+) =E(n—1) + E (1) - Es(n)

[(Es(2) — EQ)((n)*? — (n = 1*P))/(2*7 = 1) + ¢

when n becomes large the asymptotic limit will be E{n=1)

them, in order to reproduce the reference experimental results. The
capture radius is found to have a very limited effect on the results,
although at low dose the smallest radius provides the best agree-
ment, fully contained in the experimental error bar (Fig. 2). The va-
cancy cluster size distribution versus dose obtained from the
simulation with set Il and 100 ppm of SIA traps and the smallest
capture radius is shown in Fig. 3. This figure can be directly com-
pared with Fig. 4 in [42] and Fig. 6 in [43]. The agreement between
simulation and experiment is excellent. The only noticeable differ-
ence between simulation results and experimental measurements
is that the former tends to shift the size distribution towards some-
what larger clusters, thereby predicting a slightly lower density.

4.2. Isochronal recovery experiments

Isochronal recovery experiments correspond to relatively sim-
ple model experiments, in which damage is produced at low tem-
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Fig. 2. Density of vacancy clusters in pure Fe at different doses after a neutron
irradiation in HFIR at 70 °C including experimental uncertainty, as reported in Refs.
[42,43]. OKMC with set I with traps for interstitials (binding energy of 0.9 eV and
capture radius of 2.5 A) for three different capture radii. Set Il with traps for
interstitials with a binding energy of 0.9 eV and a recombination distance of 2.5 A is
also represented in the figure. (200ay x 200ay x 200a, simulation box, periodic
boundary conditions).
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Fig. 3. Vacancy cluster size distribution versus dose according to the OKMC
simulation using set Il with traps and a 1nn capture radius. The size for a cluster of
N vacancies is given by an equivalent diameter, i.e. the diameter of a sphere with a
volume equal to N vacancies. To be compared with experimental results in Refs.
[42,43].
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population evolution as predicted by the EKMC code JERK.

perature and then annealed. They are therefore amenable to mod-
eling and are especially useful to verify the assumptions made in a
model concerning point-defects and their small clusters, defects
that can now be directly studied using ab initio methods
[55,63,67]. Isochronal resistivity recovery experiments in pure Fe
after electron irradiation were used for the validation of the EKMC
code JERK and of the assumptions made in it, as described in Sec-
tion 3.3. The effort was focused on electron irradiation because in
this case the nature of defect creation (namely, isolated FPs at an
experimentally determined separation distance) is not disputable.
In experiments involving neutron or ion irradiation, on the other
hand, the issues of cluster formation inside the cascades and of
the extent of the dynamical recovery before any thermally
controlled migration arises must be considered along with the
question of the dimensionality of migrating clusters. Virtual sam-
ples with or without carbon were ‘pre-irradiated’ at 4 K (from
2 x 10°% dpa to 200 x 10°® dpa) and progressively annealed during
increasing temperature steps up to 500 K, while the overall resis-
tivity of the sample was recorded. At the end of the computer
experiment, the derivative of the resistivity change with respect
to temperature is plotted as a function of the absolute tempera-
ture: peaks are observed (named ‘stages’ hereafter), which corre-
spond to a noticeable decrease of resistivity. The analysis consists
of matching each stage with a well identified reaction or migration
process. The simulation follows closely the experimental proce-
dure, as shown in Fig. 4.

The initial condition of the simulation starts after stage Ir where
only 60% of the injected defects are still present; the very first
stages of the annealing (I,-Ip) correspond to close pair recombina-
tion along dense rows of the lattice, a feature which is not repro-
duced in JERK, where no lattice is present. A fair quantitative

agreement was found between simulation and experiment, in the
case of pure Fe, even without invoking a 1D migration for large
SIA clusters [63] because no formation of large SIA clusters takes
place under these conditions. The same modeling approach was
therefore used to address the problem of the effect of carbon atoms
on vacancy mobility and clustering. V,,C,, clusters exhibit an attrac-
tive interaction for n and m < 3 [67], their binding energies are in-
deed larger than those between carbon and self-interstitials (Table
5). These V,,C,, clusters were considered as immobile and their role
consisted only of trapping point-defects and releasing them at
higher temperatures. Finally C, clusters were found to be slightly
attractive, in agreement with common sense (precipitation of &-
carbide at room temperature). The G, clusters were also considered
as immobile and their main role consisted of releasing individual
mobile C atoms at higher temperatures.

All the experimental findings concerning the effects of C on the
position of the recovery stages were qualitatively reproduced
[44,63]. In particular, the stages related to the migration of vacancy
and carbon and their interaction are shown in Fig. 4, namely:

(i) a shift of the stage III peak towards lower temperatures, this
peak corresponds to a drop in resistivity which is not associ-
ated with the elimination of vacancies, but to their trapping
at C atoms, the resistivity of the complex VC being definitely
smaller than that of V and C far from each other;

(ii) an additional peak around 340 K depending on carbon con-
centration and probably linked to the formation of G, clus-
ters; and

(iii) the increase of the peak around 560K attributed to the
decomposition of V,C, complexes formed at lower
temperatures.
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It is worth mentioning that an important technical obstacle re-
main to be overcome. For the high C contents (67 ppm) at higher
temperatures, the number of mobile species (mainly C) increases
and a large fraction of the computer time is entirely devoted to
treating the rapidly repeating events of C emission from C, clusters
and the reverse absorption reaction. This is the reason smaller
computation cells were used, yielding poorer statistics. It is worth
noting that the same difficulty was faced by the OKMC (BIGMAC
code), which also could not extend the computations to larger cells
and high temperatures.

5. Inter-model comparisons: KMC versus MFRT

As mentioned in Section 3, inter-model comparison is an extre-
mely useful exercise to reveal the limitations of each model and,
even more importantly, to suggest ways to complement one model
with another in order to overcome the limitations of both. A few
examples of these studies are reviewed in what follows.

5.1. Sink strength studies

Much of the developmental work concerning MFRT models has
historically been on the sink strengths [12]. The sink strengths, de-
fined as the square of the reciprocal of the mean distance covered
by a defect before being absorbed by the considered sink, are key
parameters for rate equations. They embody geometrical informa-
tion included in an otherwise mean-field approximation, where
changes of species concentrations are governed by rates of appear-
ance and disappearance that are independent of the spatial distri-
bution of the species. One of the advantages of OKMC models is
supposed to be their capability of directly accounting for geometri-
cal information. However, this needs to be verified. In particular,
the SS for three-dimensionally (3D) and one-dimensionally (1D),
or mixed 1D/3D, migrating defects in irradiated materials have at-
tracted much attention in the recent past, because many experi-
mental observations cannot be interpreted unless 1D or mixed
1D/3D migration patterns are assumed for self-interstitial atom
clusters produced in-cascades during irradiation. Analytical expres-
sions for the sink strengths for defects migrating in 3D and also in
1D have been therefore developed and a “master curve” approach
has been proposed to describe the transition from purely 1D to
purely 3D defect migration [69]. OKMC methods [70-72] have sub-
sequently been used to corroborate the theoretical expressions but,
although good agreement was generally found, the ability of this
technique to reach the 1D migration limit has been questioned.
The limited size of the simulation box used in OKMC studies has
been blamed for the inadequacies of the model. The capability of
OKMC to reproduce the sink strengths of spherical absorbers was
therefore explored again using LAKIMOCA [15]. Conditions in-
cluded a wide rage of volume fractions, together with the sink
strength of grain boundaries, and with defects characterized by
migration dimensionality from fully 3D to pure 1D. This work
showed that the OKMC technique is not only capable of reproduc-
ing the theoretical expressions for the sink strengths in the whole
range of conditions explored (Fig. 5), but is also sensitive enough
to reveal the necessity of correcting the theoretical expressions
for large sink volume fractions. This demonstrated that, in spite of
the limited size of the OKMC simulation box, the method is suitable
for describing the microstructure evolution of irradiated materials
for any defect migration pattern. This includes accounting for the
effect of extended microstructural features, which are much larger
than the simulation box, such as grain boundaries, provided that
some simple precautions are taken and that appropriate algorithms
are introduced.
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Fig. 5. Sink strength of a spherical grain boundary as a function of its radius for
both 3D and 1D migrating defects. Lines corresponds to theoretical expressions,
dots correspond to simulation results.

5.2. Microstructure evolution studies

Models employing the MFRT have been extensively used to de-
scribe radiation-induced phenomena such as void swelling and
irradiation creep [73,74]. Although MFRT and KMC models can be
used to simulate the same phenomena, many of the details are han-
dled quite differently in the two approaches. For instance, in MFRT
models, the point-defects and point-defect clusters made of n SIAs
(I,) or vacancies are characterized by their number density C,; and
Cpnyv. The changes of C,; and C,, with time are described by a set of
ordinary differential equations. The physics is contained in the rate
coefficients. The primary approximations in such models are the
time and spatial averaging of the radiation damage source term,
and the spatial averaging of the microstructure into an effective
medium. KMC models can account for these spatial and temporal
correlations very easily (see also previous section); their primary
limitation is the computational burden, which is related to the size
of the simulation volume. Even with modern computers, the max-
imum simulation volume size and the maximum dose (typically
much less than 1 dpa) that can be simulated are limited. For exam-
ple, an OKMC simulation cell size of 300 x 300 x 300 lattice param-
eters, do, With ag = 0.2876 nm for a-Fe, leads to a simulation volume
of 6.42 x 10722 m3. The minimum possible defect density that can
be thus measured in OKMC simulations with this cell size is
1.56 x 10! m~3 (one defect per simulation cell). In contrast, essen-
tially any defect density can be simulated in the effective medium
employed in the MFRT and even very detailed MFRT models can
simulate microstructural evolution for doses up 100 dpa, or greater,
in clock times that are relatively short.

5.2.1. Point-defect cluster dynamics modeling

A direct comparison of MFRT and OKMC (LAKIMOCA) simula-
tions has been made in the domain of point defect cluster dynam-
ics modeling, which is relevant to the evolution (both nucleation
and growth) of radiation-induced defect structures [4]. The com-
parison of the two methods was restricted to the specific case of
the evolution of the vacancy and SIA cluster size distribution func-
tions in a pure metal under irradiation with a constant network
dislocation density as the only fixed sink. The models were evalu-
ated for the following conditions: (1) primary damage produced
either (a) in the form of FP only; or (b) FP plus small clusters of
either vacancies or SIAs typical of those generated by displacement
cascades [75]; (2) the point-defects diffuse by three-dimensional
(3-D) random walk; (3) the vacancy and SIA clusters are immobile;
(4) the nucleation of vacancy and SIA clusters proceeds via a homo-
geneous mechanism in the case of 1(a), or by both homogeneous
and in-cascade clustering mechanisms at the same time for 1(b);
(5) vacancy clusters are treated as spherical neutral sinks for
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point-defects; thermal emission of vacancies is determined by a
size-dependent binding energy; (6) SIA clusters are treated as 3-
D spherical clusters, with a preference (bias) for absorbing SIAs rel-
ative to vacancies, and are stable against thermal SIA emission; and
(7) edge dislocations are a fixed matrix sink with a preference
(bias) for SIAs that is the same as the SIA clusters.

The results shown in Fig. 6 illustrate the similarities and the
differences between the OKMC and MFRT results at different
irradiation temperatures and a relatively high damage rate of
4 % 107> dpa/s with only FP generation. The vacancy concentration
is shown in Fig. 6a and the void number density in 6b. The sink
structure used to obtain the results in Fig. 6 included vacancy
and interstitial clusters, but no fixed dislocation sink. The MFRT
and OKMC results are in reasonable agreement, with the vacancy
concentration slightly higher for the OKMC model because of the
difference in the vacancy cluster sink strength obtained in the
two models, as discussed in Ref. [4]. The more realistic discrete
lattice description of diffusion and sink geometry leads to a
reduced effective sink strength for small point-defect clusters in
the OKMC compared to that obtained from the mean field sink
strength for small spherical sinks. For temperatures greater than
about 200 °C, the predictions of the OKMC model show consider-
able scatter, due to the limited number of vacancies and vacancy
clusters in the simulation cell. In fact, these results provide a useful
measure of the number of objects required for the OKMC model to
provide an adequate representation of the MFRT results. For exam-
ple, in Fig. 6a, there is considerable scatter in the value of the va-
cancy concentration obtained from the OKMC model at 523 K. At
this temperature, the number of vacancies in the simulation cell
is about 100. At the higher temperature of 573 K, where there
are about 50 vacancies in the simulation cell, the scatter in the va-
cancy concentration is £50%. The vacancy cluster number density
falls below one per OKMC cell volume for temperatures greater
than 523 K.

An example of simulations involving cascade damage condi-
tions is shown in Fig. 7. The conditions chosen for this comparison
were an NRT displacement rate of 107> dpa/s, cascade efficiency of
0.4, and a temperature of 573 K. The spatial correlation of defects
produced in-cascades was eliminated in the OKMC simulations.
Although these special “randomized” cascades are less representa-
tive of real atomic displacement cascades, they provide a better
simulation of how primary damage production is modeled in the
MERT. The agreement between the two models is somewhat im-
proved, compared to the case when spatially correlated cascade
damage was employed [4].
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In-cascade production of point-defect clusters increases the
cluster density, but, as shown in Fig. 6a, a temperature of 573 K
leads to low point defect concentrations. The agreement between
the OKMC and MFRT is relatively poor for the vacancy concentra-
tion and the self-interstitial density is too low to be accurately
modeled using OKMC [4]. Values for the total cluster densities
were in relatively good agreement because a sufficiently large
number of clusters are formed, particularly voids. The number of
vacancies and self-interstitials accumulated in clusters is in fair
agreement as seen in Fig. 7a. However, a significant discrepancy
is observed between the MFRT and OKMC results. The number of
self-interstitials accumulated in SIA clusters should approach the
number of vacancies in voids at high dose, with a slight excess in
vacancy accumulation due to the dislocation-interstitial bias. This
is the case for the MFRT curves in Fig. 7a, but the vacancy and
self-interstitial curves are diverging for the OKMC model. More-
over, excess self-interstitial accumulation is observed for the
OKMC case. This difference between the two models appears to
arise from differences in the cluster size distributions shown in
Fig. 7b [4]. The MFRT and OKMC results are in reasonable agree-
ment only for small sizes, where a large number of clusters exist.
However, the OKMC model cannot produce the smooth distribu-
tion seen in the MFRT predictions at larger sizes, because the den-
sity of large clusters is too low. Although the total number of
clusters of both types exceeds the one-per-box volume criterion,
the number at any given size is much lower. Spurious formation
of large SIA and vacancy clusters arises from fluctuations in the
OKMC results, and this leads to the higher level of accumulation
predicted by the OKMC model. The discrepancy is greater for the
SIA clusters because the MFRT model indicates that the cluster
density should be essentially zero for SIA clusters larger than about
75.

This study verified the ability of alternate kinetic models based
on the reaction rate theory and kinetic Monte-Carlo methods to ob-
tain comparable results in well-posed simulations that are directly
relevant to modeling radiation-induced microstructural evolution.
Overall, the agreement between the two methods is best for irradi-
ation conditions that produce a high density of defects (lower tem-
perature and higher displacement rate) and for materials that have
a relatively high density of fixed sinks such as dislocations. It has
also helped to define irradiation regimes in which it may be inap-
propriate to use the OKMC methods. In particular, current compu-
tational limitations on the OKMC simulation cell size imply that it
may be difficult to use the OKMC to simulate some aspects of
microstructural evolution at the modest displacement rates and
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Fig. 6. Influence of irradiation temperature on MFRT and OKMC predictions of (a) vacancy concentration and (b) vacancy cluster density.
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Fig. 7. MFRT and OKMC predictions of (a) point-defects accumulated in clusters and (b) cluster size distributions. Cascade damage production in which defects have no
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elevated temperatures relevant to many reactor components. For
larger fluences and representative volumes, MFRT still appears
indispensable. Expected advances in computing will expand the
range of use for OKMC models, but this progress may occur slowly
because orders of magnitude in defect density are required. How-
ever, the OKMC does a better job of accounting for spatial correla-
tions (see also previous section), which can influence point defect
reaction rates with small defect clusters and modify the primary
damage source term under cascade damage conditions. As such,
one immediate application of OKMC simulations is to improve
the parameterization of the MFRT models.

5.2.2. Recovery of defects in ion-irradiated Fe

The recovery of damage produced by collision cascades in Fe
has also been studied using both OKMC (BIGMAC) and MFRT ap-
proaches [19]. The initial damage distribution was obtained from
molecular-dynamics simulations of 30 keV recoils in Fe. An iso-
chronal annealing was simulated to identify the different ther-
mally activated mechanisms that govern defect evolution. As in
the recovery experiment on electron-irradiated Fe (see Section
4.2), the temperature was raised from 77 up to 800 K with isochro-
nal steps of At=300s and temperature intervals such that AT/
T=0.03. The defects produced by the 30 keV Fe irradiation were
calculated by means of MD simulations. As a result, the final num-
ber of FP produced by the 30 keV Fe cascade after recombination
and clustering was found to be 22. To simulate the evolution of
these defects with the OKMC model, the position and size of each
defect obtained by MD simulations were retained and used as
initial conditions. Since in the MFRT approach only the mean con-
centration of defects can be followed, MFRT calculations were per-
formed using as initial conditions the detailed concentration of
SIAs, vacancy, SIA clusters (I,) and vacancy clusters produced in
the cascade. It is important to note that this averaging made in
MFRT implicitly wipes out the existing spatial correlations be-
tween defects and implies that defects are homogeneously distrib-
uted. The parameters related to point defect motion are the ones
presented in Table 2, except that only SIAs, di-SIAs and mono-
vacancies were mobile.

The derivative of the total number of defects with temperature
obtained by both methods is shown in Fig. 8 for an irradiation dose
of 10 dpa. These curves indicate the different recombination
mechanisms that take place during annealing. As expected, the
MFRT model does not predict stage Ip, resulting from correlated
recombination of interstitials and vacancies around T=115K.
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Fig. 8. Recovery stages predicted by OKMC and MFRT models for a 30 keV Fe
irradiation for a dose of 10~ dpa.

Stages Ir and Il related to the migration of interstitials and di-inter-
stitials, respectively, are however well predicted by the MFRT mod-
el, although their position is slightly shifted toward higher
temperature. This is a dose effect. Stages Ill,, IV4 and Vg, not ob-
served in the case of electron irradiation, are due to the initial clus-
tering of defects in the cascade. As shown in Fig. 8, the position and
the amplitude of peaks IV, and IVg predicted by the MFRT model
are in very good agreement with the OKMC results. However, stage
Ill5 predicted by OKMC at T =231 K occurs in the MFRT model at a
temperature of 264 K. Detailed OKMC simulations (not shown) re-
veal that this peak appears when the vacancy population drops.
Since all SIAs and di-SIAs have already recombined at this temper-
ature, this implies that vacancies recombine with immobile inter-
stitial clusters I,,~ 3. The fact that this peak is predicted at a higher
temperature by the MFRT model—T =264 K—strongly suggests
that the peak predicted by the OKMC model results from the
recombination of closely correlated vacancy-I,-3 arrangements
that form during the collision cascade. To confirm this hypothesis,
OKMC simulations were performed with initial conditions in which
the defects created during irradiation were homogeneously and
randomly distributed in space, i.e., without spatial correlations. Re-
sults are shown in Fig. 9 and compared to MFRT simulations. In
that case, OKMC and MFRT results almost overlap. Both OKMC
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Fig. 9. Comparison between recovery curves for an irradiation dose of 10~ dpa
obtained with the OKMC model assuming all defects homogeneously distributed
and the MFRT model.

and MFRT models show a peak at T = 264 K with the same intensity
and neither of them shows a peak at 231 K. Thus, peak IlI, seen at
T=231K in the OKMC calculations is due to the recombination of
correlated vacancy-I,,~3 arrangements that form in the cascade
during irradiation, whereas the one observed at T=264K in the
MFRT model is due to uncorrelated recombination between vacan-
cies and I,,- 5. In the latter case, i.e., when defects are not correlated,
the peak appears at a higher temperature since vacancies must mi-
grate over a larger mean distance to find an interstitial cluster.

This comparison showed that the results obtained by the MFRT
model are, overall, in good agreement with those obtained with the
OKMC model, essentially because the comparison is made in con-
ditions where sufficient statistics can be obtained in OKMC. Fur-
thermore, this example clearly evidences the limitations of MFRT
models, i.e., the lack of spatial correlations.

5.2.3. Comparison of MFRT, EKMC and OKMC

A comparison between MFRT and the two types of KMC proce-
dures (JERK and LAKIMOCA) has been performed for a simple situ-
ation, a thin foil irradiated by electrons producing isolated FP [3].
The material considered was a model iron, free of dislocations.
Impurities were not taken explicitly into account, except through
the value of certain parameters. Only single point-defects were
mobile and point-defect clusters were assumed to be spheres.
The vacancy and the SIA of each FP were randomly put in the sim-
ulation cell. The input parameters describing the evolution of these
objects are the same as those entering the MFRT formulation: reac-
tion radii, diffusivities, and binding energies of clusters. The overall
agreement between three very different modeling procedures is
excellent for the slowest defect. The most important result is the
spatial heterogeneity of vacancy clusters and the existence of a
narrow temperature range where cavities are mostly nucleated
close to the surfaces (Fig. 10). This last remark might be an alterna-
tive explanation for the big cavities observed in the vicinity of thin
foil surfaces or grain boundaries at higher fluences.

There is still some disagreement between the two Monte-Carlo
approaches for the density of interstitial clusters, which has to be
understood before going further. The main difference between
the three methods is the time which can be simulated as was al-
ready mentioned in Section 5.2.1. While the physical time which
can be simulated is not limited for MFRT, the same is not true for
EKMC and OKMC. For a given aimed-at delay time At, the two
KMC codes behave differently: for OKMC, the CPU consumption
is proportional to the number of jumps to be processed during
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Fig. 10. Depleted and enriched zones in vacancies and vacancy clusters near the
surfaces of the thin foil: vacancy and vacancy cluster concentration profiles across
the thin foil at 200 °C after 120 s.

At; while for EKMC, the CPU consumption is mostly an increasing
function of the number of encounters. OKMC is expected to be
more efficient at lower temperatures (or low mobilities, or high
binding energies). Conversely, EKMC should be more efficient at
higher temperatures with high mobilities.

This study also highlighted the necessity, for any future devel-
opment, of obtaining a firm basis for determining the emission
rates from defect clusters.

6. Parametric studies using OKMC models

Despite their overall simplicity and remaining flaws, the OKMC
models described so far are useful for assessing the influence of
specific parameters on the long-term evolution of primary damage,
especially parameters that embody geometrical information and
spatial correlations, which are therefore unsuitable to be handled
using MFRT approaches. In what follows, a few examples of such
studies are highlighted.

6.1. Influence of the internal displacement cascade structure
on the growth of point-defect clusters in radiation environment

Radiation damage in materials starts with the interaction of
neutrons with atoms, thereby producing displacement cascades.
The so-called “primary damage” is the result of the displacement
cascade (displacement cascade debris); it is produced within a
timescale of a few picoseconds and is formed by a collection of
vacancies and SIAs. The properties of these defects determine the
growth of the clusters that they may form, and can be divided into
two categories: geometrical properties (spatial distribution of de-
fects in the cascade debris) and physical properties (diffusivities,
capture radii, characteristic energies, etc.). An effort was made in
the Project to understand the relative importance of the evolution
of primary damage and long-term cluster growth, with the former
not accounted for in a MFRT framework.

For a given primary knock-on atom (PKA), the cascade debris
may be characterized by various quantities, such as the number
of FP produced, their spatial extent or volume, their aspect ratio,
their partitioning into sub-cascades, the fractions of clustered
vacancies and SIAs and their pair distance correlations. Further-
more, it is well known that the primary knock-on atom (PKA) en-
ergy spectrum is broad, typically in the 5-100 keV range in RPV
steels. Since the defects present in-cascade debris are transient ob-
jects, the above-mentioned quantities cannot be measured experi-
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mentally, but they can be extracted from classical MD simulations
with semi-empirical interaction potentials. The BCA can be also
conveniently used to model the ballistic phase of the primary dam-
age generation and can be implemented by an approximate model
to describe the recombination occurring in the cooling phase
[76,77]. Within the Project, groups of displacement cascades calcu-
lated independently with different interatomic potentials and dif-
ferent modeling strategies were compared on a statistical basis
[78]. One group of cascades was generated in the BCA and all oth-
ers by full MD. The MD results differed primarily due to the empir-
ical interatomic potentials used and, to a lesser extent, to
simulation strategies. At the end of the displacement cascades,
the FP number distributions were systematically narrow. In
contrast, the volumes, aspect ratios and fractions of clustered
point-defects distributions were all positively skewed toward large
values, with differences between modal and mean values on the
order of 100% [76,79].

The following question thus arose: among the parameters char-
acterizing the cascade debris, which ones have an influence on
long-term microstructure evolution? In order to properly address
this issue on a statistical basis, a large number of cascade debris
must be studied. This is computationally cumbersome by MD,
but can be done using the BCA within short computer times. A
large set of BCA cascades were therefore used to explore the effects
of cascade debris features on the long-term damage evolution. MD
cascades were also used for comparison. Such a study was per-
formed using the LAKIMOCA code [78,80-82]. The simulations
were performed with the three different parameterizations of SIA
and SIA-cluster mobility, as described in Section 3.1. The OKMC
evolution was followed until 0.1 dpa were reached. It was found
that using groups of cascades from different sources (MD and
BCA) induced differences no larger than a factor of 2 in the cluster
number densities. No clear correlation could be identified between
the cascade debris characteristics (such as volumes, aspect ratios,
or clustered point defect size distributions) and the number densi-
ties of vacancies and SIAs clusters predicted by OKMC at 0.1 dpa.
However, the use of random point defect distributions instead of
displacement cascade debris as input for the OKMC simulation
led to significantly different results [78,80]. Hence, it was con-
cluded that other aspects of the internal structure of cascades,
not included in the addressed list, must correlate with the long-
term evolution.

In order to further investigate this point, a large number of dis-
placement cascades were generated in Fe by means of the MAR-
LOWE BCA code with PKA energies ranging from 5 to 100 keV, to
serve as input for the OKMC simulations [82]. One important result
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arising from this further study is that the size distributions of the
vacancies and interstitials clustered in the long term are almost
insensitive to the PKA energy in this range, as can be seen in
Fig. 11, which was obtained with set Il parameters. This was veri-
fied with the other OKMC parameters sets described in Section 3.1.
Since the sub-cascade formation, morphology and spatial exten-
sion, as well as the spatial correlations between primary point de-
fect positions, do depend on the PKA energy, it was concluded that
the size distributions of point-defect clusters must not depend on
these cascade parameters. It thus appears that the memory of the
structure of displacement cascades progressively disappears over
long times, in accordance with the principle of entropy maximiza-
tion. This implies that simple cascade models could be used as in-
put for the long-term evolution. The most extreme model is the
mean-field approximation, where all spatial correlations between
primary and evolving defects are ignored.

Remarkably, the cluster size distributions in the cascade debris
were found to be independent of the PKA energy as well. OKMC
simulations were then done, using either initial defect clusters
with the spatial correlations induced by the cascades or redistrib-
uting the initial clusters at random in the OKMC simulation box.
The results, shown in Fig. 12, provide evidence that the cluster spa-
tial correlations do have significant consequences on the long-term
evolution. The use of a mean-field approximation in cluster growth
kinetics predictions, using source terms given by MD and/or BCA
computation, is thereby invalidated, except in specific cases, such
as the one addressed in Section 5.2.2. This effect could be at least
partially overcome by using sources obtained after annealing of
cascades or using some kind of effective source terms. These sim-
ulations showed that a limited amount of information regarding
the PKA spectra and cascade debris characteristics needs to be
known. In particular, neither the PKA momentum nor its energy
are important. Consequently neither are the cascade debris charac-
teristics which depend on the PKA energy such as the spatial ex-
tent, aspect ratio, splitting into sub-cascades, or pair distance
correlations between point-defects. In contrast, the spatial correla-
tions between the clusters of point-defects may have dramatic
consequences on cluster growth in the long-term evolution. Which
spatial correlations have the most influence on the long-term evo-
lution is, however, a question which remains to be answered.

6.2. Effect of dose and dose rate
The influence of damage rate on the microstructure evolution of

materials in general and RPV steels in particular is a long-standing
issue. In the case of RPV steels, which are exposed to relatively low
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Fig. 11. Size distributions of SIAs and vacancies in clusters obtained by OKMC simulations using BCA cascades generated by PKAs with 5-100 keV energy. The dose rate was
10® dpa/s and the dose is 0.1 dpa. (a) SIAs and (b) vacancies. Similar results were obtained using MD cascades generated by PKA energies in the same range.
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Fig. 12. Size distributions of SIAs and vacancies in clusters obtained by OKMC either by using 20 keV MD cascades as input or redistributing the point-defect clusters in the
cascade debris at random in the whole OKMC simulation box. Dose and dose rate were, respectively, 0.1 dpa and 10~° dpa/s. (a) SIAs and (b) vacancies. Similar results are

obtained with the other OKMC parameters sets discussed in Section 3.1.

neutron fluxes, one potential issue is the applicability of test reac-
tor data (where the damage rates are higher) to anticipate the
behavior of steels under operating conditions. For neutron fluxes
much greater than in RPV operating conditions (>100 times high-
er), a regime exists in which the effects of flux are well defined
experimentally and are well predicted by current models. These
same models predict that the effect of flux should be relatively
weak for values near those obtained in commercial RPVs, but
may increase at lower fluxes. However, it is difficult to obtain suf-
ficient data at low to intermediate fluxes to unambiguously deter-
mine the effects of flux, since the time required to reach the
desired fluences is necessarily long. KMC or MFRT models can be
used to provide insight into this problem. LAKIMOCA was used to
study the influence of dose rate on the prediction of neutron irra-
diation damage production in o-Fe. Damage rates ranging from
6 x 107! to 6 x 107> dpa/s were simulated. The three parameter
sets presented above (Section 3.1) were used. Three dislocation
segments were introduced in the simulation box. Our results indi-
cate that the larger the damage rate, the more SIA clusters are
formed (Fig. 13). The total number of SIAs, regardless of size, also
increases with damage rate. For the vacancies, larger damage rates
induce the formation of more clusters also (all sizes taken into ac-
count). However, clusters of size larger than approximately 10

(a)

vacancies are more numerous at low damage rates than at high
damage rates. These results hold whatever the parameter set used,
although with quantitative differences. The results of the analysis
are consistent with a non-negligible effect of dose rate on micro-
structure, for fluxes near those typical of commercial RPVs. Up to
what extent this affects embrittlement in RPV steels remains, how-
ever, difficult to tell, especially because in steels microstructural
features involving solute atoms (precipitates), not included in this
study, have the largest effect on embrittlement.

6.3. Equivalence between effective migrating energies and the use
of traps

LAKIMOCA was also used to check the influence of traps for
vacancies on a vacancy diffusing in an otherwise pure Fe matrix.
One such trap with a binding energy of 0.6eV in a box
20a, x 20a, x 20a, wide was introduced in the simulation box.
Its capture radius was 2.03 A. A single vacancy was introduced,
with a migration energy of 0.65 eV. Seven temperatures were stud-
ied ranging from 473 K to 773 K. For each temperature, the trajec-
tory of the vacancy was recorded every At, and the mean square
displacement (MSD) was calculated versus delay 7, using the typ-
ical running average method. The diffusion coefficient is given by

(b)

Fig. 13. (a) Microstructure after 0.1 dpa using set Il and a damage rate of 6 x 10~'" dpa/s. The white spheres are vacancies, the black ones are interstitials and the slate grey
small spheres are SIA traps. (b) Microstructure after 0.1 dpa using set Il and a damage rate of 6 x 107> dpa/s. The white spheres are vacancies, the black ones are interstitials

and the slate grey small spheres are SIA traps.
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Fig. 14. Diffusion coefficient versus inverse temperature for temperatures ranging
from 473 K to 773 K. The resulting effective migration energy for the vacancy is
1.25eV.

the slope of the MSD and its evolution versus inverse temperature
for the temperatures studied is shown in Fig. 14. The resulting
effective migration energy for the vacancy was found to be, not
surprisingly, 1.25 eV. This result validates the use of generic traps
to model the effect of impurities in an OKMC model.

7. Discussion

Following this overview of what has been achieved during
the Project, it appears that a number of issues still need to be
addressed:

(i) Comparison of KMC with experiments. It is possible to find
good agreement between simulations and experiments, in
some especially clean and simple cases, particularly at low
temperature. However, it has not been possible to determine
a parameter set that can be used for all irradiation condi-
tions, particularly if the temperature is increased. This may
also be consequence of the limitation of KMC models. Con-
cerning the physical mechanisms, the main remaining open
question is the one related to SIA cluster mobilities and their
mutual reactions. This is currently, as a palliative, addressed
in OKMC with the introduction of traps or by making them
immobile, both being clearly not satisfactory solutions. In
addition, the parameter sets I to Il used with LAKIMOCA,
whose validity could not be clearly assessed, lead to predic-
tions of defect densities that may differ by several orders of
magnitude at higher doses.

(ii) Comparison of KMC with MFRT. It is worth noting that the
good agreement reached between MFRT and OKMC when
tracing the resistivity recovery stages in the presence of cas-
cade damage must be regarded as very specific to this kind
of experiment, where the damage is introduced at once at
low temperature. This results in a large number density of
immobile defects that are not far from being homogeneously
distributed. Such agreement is not likely to be obtained
under irradiation where cascades are introduced continu-
ously. The comparison of these two approaches leads to a
fairly obvious conclusion, which can now be better quanti-
fied. KMC is limited by large CPU time and simulation cell
size, which may produce artifacts, particularly at high T
and, in general, when the density of defects is too low to
have sufficient statistics. MFRT does not account for corre-
lated recombination or the spatial correlation of the initial
cluster distribution in-cascades, which is seen to have an
influence on long-term microstructure evolution. Both mod-
els are therefore needed, as they can complement each other
and can possibly even be combined for better results. In par-
ticular, systematic KMC studies can be used to parameterize
MEFRT to mitigate its lack of spatial correlation. This does not

prevent, and in fact encourages, the use of KMC for the sim-
ulation of experimentally relevant conditions and its com-
parison with experiments. Further work may overcome its
limitations, e.g. by means of parallelization or by using other
methodologies currently proposed in the literature, such as
the FPKMC [27].

(iii) Primary damage simulation. As a result of computational
advances, the state of the art in producing defect cascades
by MD has improved over the last decades, accounting for
the complete PKA energy spectrum. Notwithstanding this
noticeable improvement (when compared to the initial bin-
ary collision codes), the present state of radiation damage
simulation is probably still not sufficient. As an example,
when using the output of simulated cascades [83] as input
data for MFRT, the concentration of interstitial loops
obtained was larger than the experimental ones by orders
of magnitude [36]. The time window between the defect
production and the dynamic annealing, and the start of the
thermal annealing stage is not yet properly treated. During
this time, the lattice is probably still perturbed by dynamical
excitations which are not completely thermalized, such as
sub-threshold collisions below 40 eV. Although these colli-
sions do not form new defects, they may assist thermal dif-
fusion processes and increase the apparent mobility of
point-defects and of their clusters [84]. This time window
must be treated by MD until the atom velocities in the cas-
cade region are thermalized; the duration of this phase is
controlled by thermal conductivity. Only from this point for-
ward can the remaining cascade annealing be treated by
KMC because it rests on the assumption of jump frequencies
in a truly thermalized system.

8. Conclusions

Kinetic Monte-Carlo and mean field rate theory models are use-
ful tools for simulating microstructure evolution of Fe alloys under
irradiation. This review has shown that both of these two families
of techniques are insufficient to fully model radiation damage.
However, they are complementary and their combined use on
well-defined cases may lead to the development of acceptable
microstructure evolution models. A most important aspect of per-
forming these simulations is the parameterization, including phys-
ical mechanisms and the characteristic parameters. Parameter
values can be determined in simple cases and for small entities
from ab initio calculations and experiments. Although substantial
progress has been made during the Project, some important issues,
such as the mobility and stability of SIA clusters, remain to be com-
pletely understood.
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